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Abstract 

The present research work aims at studying the Evaluation of Machine Translation Evaluation’s 

NIST Metric for English to Hindi for tourism domain. The main objective of MT is to break the 

language barrier in a multilingual nation like India. Evaluation of MT is required for Indian 

languages because the same MT is not works in Indian language as in European languages due to 

the language structure. So, there is a great need to develop appropriate evaluation metric for the 

Indian language MT.   
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Introduction:  

The present research work aims at studying the “Evaluation of Machine Translation Evaluation’s 

NIST Metric for English to Hindi” for tourism domain. The present research work is the study of 

statistical evaluation of machine translation evaluation for English to Hindi. The research aims to 

study the correlation between automatic and human assessment of MT quality for English to 

Hindi.  The main goal of our experiment is to determine how well a variety of automatic 

evaluation metric correlated with human judgment.   

India is a highly multilingual country with 22 constitutionally recognized languages. Even 

though, English is understood by less than 3% of Indian population.  Hindi, which is official 

language of the country, is used by more than 400 million people. Therefore, MT assumes a much 

greater significance in breaking the language barrier within the country’s sociological structure.  

The main objective of MT is to break the language barrier in a multilingual nation like India. 

English is a highly positional language with rudimentary morphology and default sentence 

structure as Subject-Verb-Object. Indian languages are highly inflectional, with a rich 

morphology, relatively free word order, and default sentence structure as Subject-Object-Verb. 

In addition, there are many stylistic differences.  So the evaluation of MT is required for Indian 

languages because the same MT is not works in Indian language as in European languages. The 

same tools are not used directly because of the language structure. So, there is a great need to 

develop appropriate evaluation metric for the Indian language MT.   

Materials and Methods: In the present work we propose to work with corpora in the tourism 

domain and limit the study to English – Hindi language pair. It may be assumed that the inferences 

drawn from the results will be largely applicable to translation for English to other Indian Languages. 

Our test data consisted of a set of English sentences that have been translated from expert and non-

expert translators. The English source sentences were randomly selected from the corpus of 

tourism domain. These samples are taken randomly from the different resources like websites, 

pamphlets etc. Each output sentence was score by Hindi speaking human evaluators who were also 

familiar with English. It may be assumed that the inferences drawn from the results will be largely 

applicable to translation for English to other Indian Languages, as assumption which will have to be 

tested for validity. We intend to be consider the following MT engine in our study- 

 Anuvadaksh 
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Objective:  The main goal of this work is to determine how well a variety of automatic 

evaluation metrics correlated with human judges. A secondary goal is to determine for which the 

correlation of automatic and human evaluation is particularly good or bad. The other specific 

objectives of the present work are as follows.     

1. To design and develop the parallel corpora for deployment in automatic evaluation of 

English to Hindi machine translation systems. 

2. Assessing how good the existing automatic evaluation metric NIST, will be as MT 

evaluating strategy for evaluation of EILMT systems by comparing the results obtained by 

this with human evaluator’s scores by correlation study. 

3. To study the statistical significance of the evaluation results as above, in particular the effect 

of- 

 size of corpus 

 sample size variations 

 increase in number of reference translations 

Creation of parallel corpora: Corpus quality plays a significant role in automatic evaluation. 

Automatic metrics can be expected to correlate very highly with human judgments only if the 

reference texts used are of high quality, or rather, can be expected to be judged high quality by 

the human evaluators. The procedure for creation of parallel corpora is as under: 

1. Collect English corpus from the domain from various resources. 

2. Generate multiple references (we limit it to three) for each sentence by getting the source 

sentence translated by different expert translators.  

3. XMLise the source and translated references for use in automatic evaluation. 

Description of Corpus: 

Domain     Tourism 

Source Language    English 

Target Language    Hindi 

No. of Sentences    1000 

No. of Words     23000 

No. of Human Translation   3 

 No. of MT Engine    1 
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For the corpus collection our first motive was to collect as possible to get better 

translation quality and a wide range vocabulary. For this purpose the raw corpus we selected to 

use in our study is collected from different resources like websites, pamphlets etc. Then we have 

manually aligned the sentence pairs. 

 In our study for tourism domain we take 1000 sentences. When the text has been 

collected, we distributed this collected text in the form of word file. Each word files having the 

100 sentences of the particular domain. In this work our calculation will be based on four files- 

source file and three reference files. Reference files are translated by the language experts. We 

give the file a different identification. For e.g. our first file name is Tr_0001_En where Tr_ for 

tourism 0001 means this is the first file and En means this is the Candidate file. We treat this as 

the candidate file. In the same way our identification for the Hindi File is Tr_0001_Hi, in this Hi 

is for the Hindi file and we have called this a reference file. As we already mention that we are 

taking the three references we named them reference 1(R1), reference 2(R2), reference 3(R3).  In 

the study we take the candidate sentence and the reference sentences, as shown below. For e.g.  

Source Sentence:   Antarctica is welcoming more tourist-orientated cruises and ferries to the 

region every year, and facilities are continually developing, with more accommodation, 

culinary and travel options available. 

Candidate Sentence:  

,  

 

Reference Sentences:  

R1-   

 

 

   R2-      

, , 
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R3- ,  

, ,  

 

Human Evaluation: Human evaluation is always best choice for the evaluation of MT but it is 

impractical in many cases, since it might take weeks or even months (though the results are 

required within days). It is also costly, due to the necessity of having a well trained personnel 

who is fluent in both the languages, source and targeted. While using human evaluation one 

should take care for maintaining objectivity. Due to these problems, interest in automatic 

evaluation has grown in recent years. Every sentence was assigned a grade in accordance with 

the following four point scale for adequacy.                    

        Score 

 Ideal         1 

 Acceptable      .5 

 Not Acceptable     .25 

 If a criterion does not apply to the translation 0 

 

Automatic Evaluation by NIST: We used NIST evaluation metric for this study. This metric is 

specially designed for English to Hindi. NIST metric, designed for evaluating MT quality, scores 

candidate sentences by counting the number of n-gram matches between candidate and reference 

sentences. NIST metric is probably known as the best known automatic evaluation for MT.  To 

check how close a candidate translation is to a reference translation, an n-gram comparison is 

done between both. Metric is designed from matching of candidate translation and reference 

translations. We have chosen correlation analysis to evaluate the similarity between automatic 

MT evaluations and to human evaluation. Next, we obtain scores of evaluation of every 

translated sentence from both MT engines. The outputs from both MT systems were scored by 

human judges. We used this human scoring as the benchmark by which to judge the automatic 

evaluations.  The same MT output was then evaluated using both the automatic scoring systems. 

The automatically scored segments were analyzed for Spearman’s Rank Correlation with the 

ranking defined by the categorical scores assigned by the human judges. Increases in correlation 

indicate that the automatic systems are more similar to a human in ranking the MT output.  
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 The present research is the study of statistical evaluation of machine translation 

evaluation’s NIST metric. The research aims to study the correlation between automatic and 

human assessment of MT quality for English to Hindi. While most studies report the correlation 

between human evaluation and automatic evaluation at corpus level, our study examines their 

correlation at sentence level. The focus in this work is to examine the correlation between 

human evaluation and automatic evaluation and its significance value, not to discuss the 

translation quality. In short we can say that this research is the study of statistical significance of 

the evaluated results, in particular the effect of sample size variations.  

 Statistical significance is an estimate of the degree, to which the true translation quality 

lays within a confidence interval around the measurement on the test sets.  A commonly used 

level of reliability of the result is 95%. To reach at decision, we have to set up a hypothesis and 

compute p-value to get final conclusion.   

 So, firstly we take source sentences and then get these sentences translated by our MT 

engine, here we consider the Anuvadaksh. We have the different references of these sentences. 

After doing this we do the evaluations of these sentences human as well as the automatic 

evaluations and we collect the individual scores of the given sentences considering all the three 

references one by one. The following table shows the individual scores of the five sentences 

using different no. of references. These sentences are translated by Anuvadaksh or we may say 

that these are the output of Anuvadaksh machine translation engine. 

S. 

No. 

NIST Scores 

Human 

Eval. 

one no. 

of 

reference 

two no. of 

references 

three no. 

of 

references 

1.  1 .1761 .7738 .7738 

2.  .75 .2708 .3089 .3089 

3.  .35 0 0 0 

4.  1 .249 .4509 .4509 

5.  1 .1751 .1548 .1548 

Table: Human Evaluation and NIST Metric scores 

In this way we also collect the individual scores of all the sample sizes like 20, 

60,100,200,300,500 and 1000 sentences. After this we do the correlation analysis of these values. 
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In order to calculate the correlation with human judgements during evaluation, we use all 

English–Hindi human rankings distributed during this shared evaluation task for estimating the 

correlation of automatic metrics to human judgements of translation quality, were used for our 

experiments. In our study the rank is provided at the sentence level.   

For correlation analysis we calculate the correlation between human evaluation and automatic 

evaluations one by one by the Spearman’s Rank Correlation method. The Spearman’s rank 

correlation coefficient is given as (when ranks are not repeated)- 
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 Where d is the difference between corresponding values in rankings and n is the length of 

the rankings. An automatic evaluation metric with a higher correlation value is considered to 

make predictions that are more similar to the human judgements than a metric with a lower value. 

Firstly, we calculate the correlation value in between the human evaluation and automatic 

evaluation NIST metric means human evaluation with NIST for sample size 20, 

60,100,200,300,500 and 1000. 

Sample 

Size 

  values  

one no. of 

reference 

two no. of 

references 

three no. of 

references 

20 .066 .101 .072 

60 .003 .058 .058 

100 .015 .063 .063 

200 .148 .101 .088 

300 .126 .079 .079 

500 .173 .154 .154 

1000 .163 .154 .163 

Table: Correlation (  ) values 

After calculating the correlation, we need to find out which type of correlation is there between 

the variables and of which degree and whether the values of the correlation are significant.  
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Analysis of Statistical Significance Test for Human Evaluation and Automatic Evaluation: 

Statistical significance is an estimate of the degree, to which the true translation quality lays 

within a confidence interval around the measurement on the test sets.  A commonly used level 

of reliability of the result is 95%, for e.g. if, say, 100 sentence translations are evaluated, and 30 

are found correct, what can we say about the true translation quality of the system?  To reach 

at decision, we have to set up a hypothesis and compute p-value to get final conclusion that 

whether there is any correlation between the human evaluations and automatic evaluations. If 

yes, then what is the type and degree of correlation? Also what is the significance of the 

correlation value? In this work we set the hypothesis that there is no correlation between the 

values of human and automatic evaluation. The p-value will provide the answer about the 

significance of the correlation value. 

A Z-test is a statistical test for which the distribution of the test statistic under the null 

hypothesis can be approximated by a normal distribution. For each significance level, the Z-test 

has a single critical value (for example, 1.96 for 5% two tailed) which makes it more 

convenient than the Student's t-test which has separate critical values for each sample size. The 

test statistic is calculated as: 

2

2

2

1

2

1

21

n

S

n

S

xx
Z




  

where 1x  and 2x are the sample means, 2

1s  and 2

2s are the sample variances, n1 and n2 are the 

sample sizes and z is a quantile from the standard normal distribution. 

Sample 

Size 

p-values 

one no. of 

reference 

two no. of 

references 

three no. of 

references 

20 0.0001 0.0001 0.0001 

60 0.0001 0.0001 0.0001 

100 0.0001 0.0001 0.0001 

200 0.0001 0.0001 0.0001 

300 0.0001 0.1446 0.1762 

500 0.1814 0.1402 0.1492 

http://en.wikipedia.org/wiki/Statistics
http://en.wikipedia.org/wiki/Statistical_hypothesis_testing
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1000 0.166 0.1492 0.166 

Table-: p-values of output of Anuvadaksh using different no. of references 

Now on the basis of these values we conclude our results like which type and degree of 

correlation is there between the given variables and whether the correlation results are 

significant. In the above example we have done all the calculations by considering the single 

reference sentence and in tourism domain using 5 numbers of sentences.  

 But in our research work we consider the different references like 1, 2, 3 and we use the 

different sample sizes like 20, 60, 100, 200, 300, 500, and 1000. We see whether the results 

remains uniform for different sample sizes and different number of references in particular 

domains.  Results are as follows; 

Results: In the domain tourism there is significance difference between the average evaluation 

score of human with NIST at 5% level of significance and for the sample size. 

  We see that as we increase the number of references there is improvement in our results. 

In Table the correlation value for NIST is .148 and .126 these values are for sample size 200 

and 300 and for one no. of reference which is significant at 5% level of significance. A similar 

result is seen in the case of sample size 20, 60, 100 and 200 for two and three no. of references. 

From the analysis on the basis of z-test used for the significance test of human evaluation and 

automatic evaluation we obtain the following important point; in the domain tourism there is 

significance difference between the average evaluation score of human with NIST at 5% level 

of significance and for the some sample sizes.  

 

Conclusion:  

This work will help to give the feedback of the MT engines. In this way we may make the 

changes in the MT engines and further we may revise the study. Corpus quality plays a 

significant role in automatic evaluation. Automatic metrics can be expected to correlate highly 

with human judgments only if the reference texts used are of high quality, or rather, can be 

expected to be judged of high quality by human evaluators.  
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For above all calculation we used following sentences and all these are taken from following 

websites: 

http://www.fernhoteljaipur.com/rajasthan-train-travel.htm 

http://www.spectrumtour.com/rajasthan-tourism/jaipur-travel.htm 

http://www.travel-in-rajasthan.com/rajasthan-travel/sisodia-rani-bagh.htm 



            IJMIE            Volume 2, Issue 11             ISSN: 2249-0558 
________________________________________________________       

A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 
Indexed & Listed at: Ulrich's Periodicals Directory ©, U.S.A., Open J-Gage as well as in Cabell’s Directories of Publishing Opportunities, U.S.A. 

International Journal of Management, IT and Engineering 
http://www.ijmra.us 

 370 

November 
2012 

http://www.kkroyalhotel.com/location_travelinfo.php 

http://www.mapsofindia.com/jaipur/gardens/kanak-vrindavan-gardens.html 

English Sentences: 

1. Government Central Museum was constructed in 1876 when Prince of Wales has visited 

India and opened to public in 1886. 

2. Government Central Museum has a rich collection of ivory work, textiles, jewellery, 

carved wooden objects, miniature paintings, marble statues, arms and weapons. 

3. Sisodiya Rani-Ka-Bagh was built by Sawai Jai Singh II for his Sisodiya Queen. 

4. The Jal Mahal is a picturesque palace built for royal duck shooting parties. 

5. Kanak Vrindavan is a popular picnic spot in Jaipur. 

 

 

Candidate Sentences (output of Anuvadaksh): 

1. 1876

1886  

2. , , , 

, , ,  

3. II 

 

4.  

5.  

Reference 1: 

1. 
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2. 

,  

3. II   

4.  

5.  

Reference 2: 

1. 

 

2. 

- -  

3. 

 

4. 

 

5.  

Reference 3: 

1. 

 

2. 

 

3.  

4.  

5.  

  


